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Multi Protocol Label Switching (MPLS) networks enhance the services of conventional best-eﬀort IP networks by providing end-to-

end Quality of Service (QoS) guaranteed Label Switched Paths (LSP) between customer sites. The LSP has to be set up in advance before

carrying the traﬃc. Contention for network resources may happen if many LSPs try to use a common network link with limited band-

width. In this paper, we investigate the problem of providing services to high priority LSPs whereby existing LSPs with lower priority

may be preempted. The consequent interruption of the services of preempted LSPs would detrimentally aﬀect users’ perception on the

QoS provided. Therefore, the preemption strategies may incorporate additional re-routing mechanisms to provide alternative paths for

the LSPs which are to-be-preempted so that their services remain unaﬀected. A newly arrived high priority LSP in an MPLS network

may ﬁnd M possible paths between its source and destination. It may select the shortest path which may trigger preemption or choose a

longer path which however utilizes more resources. We begin by formulating preemption strategies with global re-routing. Our investi-

gations include the eﬀects of routing of high priority LSPs on the shortest path and its alternative paths. We show that by persistently

routing the high priority LSP on the shortest path, more preempted LSPs can be re-routed which would reduce the negative eﬀects of

preemption. However, as excessive re-routing may degrade the network performance as well, a re-routing control strategy is proposed to

constrain the length of these re-routed paths. Finally, a decentralized preemption strategy with local re-routing is also presented to

approximate the performance of the proposed strategy with signiﬁcantly lower control overheads. Simulations show that with this

approach, high priority LSPs can gain better access to network resources while simultaneously ensuring that, as compared to the existing

preemption strategies, the network throughput and the ongoing connection services are not adversely aﬀected.

2006 Elsevier B.V. All rights reserved.
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1. Introduction

Multi Protocol Label Switching (MPLS) networks pro-

vide a connection-oriented mechanism to support end-to-

end Quality of Service (QoS) for end users. Label Edge

Router (LER) that receives incoming packets to a MPLS

network will attach a short label to them. Instead of using

the packet’s destination address, a Label Switched Router

(LSR) within an MPLS network will use this short label

to look up the next hop and replaces the original label with
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a new one. This forwarding mechanism reduces processing

time and ensures Per-Hop Behavior (PHB) of the packets

that belong to the same traﬃc class [1]. Prior to the actual

data transmission, a Label Switched Path (LSP) has to be

set up to secure suﬃcient network resources for the new

request. Each LSP can carry diﬀerent priority levels and

is set up to satisfy speciﬁc QoS requirements such as band-

width, delay, jitter, and loss probability. The common sig-

naling protocols used for LSP set up are RSVP-TE [2] and

CR-LDP
[3]. One of the major functionalities of MPLS

networks is its support for explicit routing or Traﬃc Engi-

neering (TE). In explicit routing, LSP can be routed on

paths other than the shortest path to achieve network opti-

mization objective such as load balancing [4].
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In addition to explicit routing, MPLS-Traﬃc Engineer-

ing (MPLS-TE) [4] also proposed preemption mechanism

for MPLS networks. Two priorities are deﬁned in which

setup priority
is used to determine whether a LSP can

acquire the network resources (e.g. trigger preemption)

whereas
holding priority
is used to determine the relative

importance of existing LSPs. Thus, a new LPS can use its

setup priority to preempt the existing LSPs of lower hold-

ing priorities. MPLS networks can support eight priority

levels with values ranging from 0 to 7, with 0 as the highest

priority. Even though a LSP may be assigned diﬀerent set

up and holding priorities, it is required that the holding pri-

ority must be higher or equal to the setup priority [4]. This

is to ensure that a new LSP setup successfully will not be

preempted immediately afterwards by a subsequent LSP

of the same setup priority.

Although MPLS-TE enables a LSP to be set up on a rel-

atively favorable path, it is possible that some of the links

on this favorable path do not have suﬃcient idle bandwidth

for the new LSP. In that case, the network may either pre-

empt a number of existing LSPs on the congested links to

route the new LSP on this path or route it on an alternative

path. However, preemption is highly disruptive in nature

because the services of preempted LSPs are forcibly termi-

nated in order to accommodate a higher priority LSP. Loss

of network throughput and revenue will occur, especially if

the services provided are connection-oriented, as in video

conferencing, VoIP, or video streaming. Although various

admission control policies such as
[5][6]
can reduce the

problem of preemption due to oversubscription, preemp-

tion may still arise from other reasons such as node failure

or link failure. In those cases, the LSPs aﬀected may have

to be re-routed on alternative paths which could in turn

be congested. In
[7], a dynamic look-ahead network

resource reservation is used to inform the service provider

of future LSPs so that suﬃcient bandwidth can be provid-

ed. This strategy can eﬀectively reduce the number of pre-

emptions but cannot entirely eliminate it. Routing

algorithms such as MIRA
[8], LIOA
[9], and
[10]
that

aim at minimizing blocking ratio by reducing future inter-

ference on critical network links will simultaneously mini-

mize
preemption
probability.
However,
without

preemption, all LSPs will be blocked regardless of its prior-

ity level if the network is congested. F. Blanchy et al. [11]
proposed a routing algorithm with preemption that mini-

mizes the re-routing of preempted LSPs. A score function

is used in the algorithm to select the path that has the least

number of LSPs to be re-routed if preemption is triggered.

We observe that preemption is a practical problem

which can arise from events such as oversubscription, node

failure and link failure. Without loss of generality, this

paper investigates the problem of preemption and re-rout-

ing in oversubscribed networks. The strategies formulated

can be readily applied to the cases of node failure and link

failure by simply considering the aﬀected LSPs as new

requests. The objective of the proposed strategies is to pro-

vide better resources for higher priority LSPs and minimize




the loss of throughput due to preemption. In order to pre-

vent service interruption, we propose that alternative paths

are secured prior to the actual preemption. We then seek to

constrain the possible explosion of re-routing events due to

preemption by using a re-routing control strategy that lim-

its the length of the alternative paths used for re-routing.

An earlier version of this work has been presented in

[12]. It shows that preemption with controlled re-routing

can achieve better network performance. This paper diﬀers

from the earlier version by performing thorough studies on

the eﬀects of the various parameters used in the strategies

and its network performance. Furthermore, a decentralized

approach is proposed for easier deployment and control

overhead minimization.

The rest of the paper is organized as follows: Section 2
presents the related work on preemption problems. Section

3
describes the network model used in the formulation.

Section
4
presents the preemption strategies with global

re-routing. The performance of the proposed strategy is

presented in Section 5. Section 6 formulates the decentral-

ized preemption strategy with local re-routing and Section

7 evaluates the performance of this decentralized strategy.

Finally, Section 8 concludes the paper.

2. Related work

MPLS with LSP protection
[13,14]
is a mechanism to

protect LSP in the event of failure. A disjoint backup path

is routed side-by-side with the primary path and it is used

to carry the traﬃc if failure occurs on the primary path.

Two methods of providing LSP protection exist, i.e. global

re-route and local re-route as shown in
Fig. 1 and 2. In

global re-route, the alternative path is established between

the source and the destination. On the other hand, local re-

route constructs the alternative path between the two end

nodes of the failed link.

Re-route

Destination

Source

Failure

Fig. 1. Global re-route.

Re-route

Destination

Source

Failure

Fig. 2. Local re-route.
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Although LSP protection mechanism can be used in pre-

emption problem by setting up backup paths for low prior-

ity LSPs, it is an expensive operation because excessive

resources are required to establish the backup paths.

Therefore, it remains an operation reserved primarily for

high priority LSPs which carry critical data. It is shown

in [15–17] that local re-route for LSP protection can signif-

icantly reduce the control overhead involved and expedite

the re-routing process. This local re-route approach is

explored later in the formulation of decentralized preemp-

tion and re-routing strategy.

Earlier work on preemption problem is presented by

Garay et al.
[18]
in which a systematic approach is pro-

posed to terminate existing connections on a link if conten-

tion for resource arises. The authors have proven that the

preemption problem to minimize bandwidth preempted is

NP-complete. The same proof can be generalized into other

preemption problems that use a diﬀerent single or multiple

preemption criteria. The service time based preemption

approaches are presented in
[19,20]. These preemption

algorithms use connection service time or its expected value

[20] to derive the throughput that can be possibly accrued

from the existing connections and terminates the connec-

tion that has the least throughput. Therefore, the loss of

throughput due to preemption is minimized. Heuristics

algorithms presented in [21,22] propose preemption criteria

that include bandwidth, priority level and number of con-

nections preempted. Diﬀerent orderings of criteria are used

in
[21]
to preempt existing connections. In
[22], a score

function that evaluates existing LSPs based on the three

criteria is developed. The LSP with the lowest score can

have its bandwidth reduced or preempted in order to

accommodate the new request. An evaluation of the pre-

emption algorithm in
[22]
is presented in
[23]. The study

of preemption problem with random selection and QoS

issues is presented in [24].

An optimal preemption algorithm is proposed in
[25]
with the same criteria as in
[21]. The algorithm will ﬁrst

preempt existing connections from the lowest priority. A

combination of connections is selected for preemption at

the priority level that exceeds the bandwidth requirement.

This preemption algorithm has exponential complexity.

In
[26], a backward connection preemption algorithm is

introduced. It utilizes MPLS-TE framework to collate

information about the existing LSPs and network links.

A preemption decision can be then made so as to minimize

the number of LSPs preempted. The application of military

precedence on the MPLS technology is also proposed in

[27].

Since preemption will prematurely tear down existing

LSPs, end users are likely to experience service interruption

and loss of data. Traditionally, preempted LSPs are re-

routed after successfully setting up the new LSP that trig-

gered preemption [4]. However, LSPs that cannot get suﬃ-

cient bandwidth in the re-routing
process will be

terminated. The notion of
soft preemption, proposed in

[28], is used to denote the process of re-routing the to-be-



preempted LSPs before termination. This mechanism

enables existing LSPs to set up alternative paths before pre-

emption so that ongoing services are not interrupted. The

advantage of soft preemption is twofold: high priority

LSPs can acquire suﬃcient bandwidth on the favorable

path and the services of preempted LSPs are preserved as

far as possible. Preemption with re-routing or soft preemp-

tion has been explored in [29] in which re-routable LSPs are

favored for preemption because services on the LSPs are

not interrupted. Although routing algorithms such as

[11,30] are designed speciﬁcally to minimize re-routing in

preemption, no conﬂict of interests exist between the rout-

ing algorithms and the preemption approach in [29]. While

the routing algorithms [11,30] search for the path that trig-

gers less preemption and thus minimizes re-routing, strate-

gies in [29] will select the re-routable LSPs for preemption

in order to minimize service interruption. A combination of

both strategies will likely enhance the service continuation

of lower priority LSPs.

In this paper, we investigate preemption problem in rela-

tion to the routing of high priority LSPs. A control strategy

for the re-routing process is devised to prevent the ava-

lanche of re-routing events. Decentralized routing algo-

rithm that incorporates preemption and local re-routing

is presented.

3. Network model

The network is represented by the graph,
G = (V,
E)

where V is the set of all vertices and E is the set of all edges.

The total number of vertices is N = |V| and the network has

N(N
1)/2 node pairs. The set of all node pairs is repre-

sented by R, each indexed by r with source s and destina-

tion t. The edge that links two vertices i, j 2 V, is denoted

by Eij2 E, with its bandwidth capacity given by Cij. Traﬃc

engineering extensions of the resource reservation protocol

(RSVP-TE) [1] speciﬁes that each LSP can be assigned with

setup priority and holding priority. Setup priority speciﬁes

the importance of a new LSP during setup whereas holding

priority speciﬁes the relative importance of an existing LSP

to hold on to the resources. To keep the integrity of the pri-

ority level, holding priority must be higher or equal to the

setup priority. Without loss of generality, we assume that

both the holding priority and setup priority carry the same

value. MPLS can support up to eight priority levels ranging

from numerical value 0 to 7, with 0 represents the highest

priority. We denote the total number of priority levels sup-

ported as
P
with each priority level as
p, where

p = (0, 1, 2, . . ., P
1).

The new LSP, lnewthat requests network resources from

the MPLS network will notify its bandwidth requirement

bnew, priority level
pnew, and source-destination node pair

rnew. The following notation represents the new LSP,

lnew= (bnew, pnew, rnew). For a given node pair r, there are

M numbers of possible paths through the network, each

indexed by
m. With the functionality of MPLS-TE
[4],

the network can explicitly choose the favorable path and

C.H. Lau et al. / Computer Communications 29 (2006) 3718–3732
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the path chosen is not necessarily the shortest path. We

order M in accordance to the ascending order of number

of hops. Therefore, the ﬁrst path in M is always the short-

est path. The pair (r, m) identiﬁes the mth path for the node

pair r. The residual bandwidth on edge Eijis represented by

Rij, Rij= CijBij, where Bijis the sum of bandwidth used

by the existing LSPs on Eij. The network is able to admit

LSP
lnewon route (rnew,
m) if the following condition is

satisﬁed.

RijP bnew;
for all Eij2 рrnew; mЮ:
р1Ю

If condition (1) is violated, LSP
lnewcan choose to

exhaust all the options available in M or trigger preemp-

tion to select the favorable path. This reveals a tradeoﬀ
between the selection of a favorable path but at the expense

of preemption and the selection of the less favorable path.

Let
Qijdenotes the preemptable bandwidth on edge
Eij,

which is the sum of bandwidth from existing LSPs with pri-

ority level lower than the new LSP. For K existing LSPs,

XK

Qijј
bk8;
for all pk> pnew:
р2Ю

kј1

The path (rnew,
m) can be used to route LSP
lnewby

implementing preemption only if all the edges satisfy the

following condition,

Rijю QijP bnew;
for all Eij2 рrnew; mЮ:
р3Ю

Preemption algorithm is used to determine the combina-

tion of LSPs to be preempted in order to route the new re-

quest. For the purpose of minimizing the interruption of

service, soft preemption [28,29] is used to re-route the LSPs

to be preempted. Alternative paths are established and the

ongoing traﬃc is switched to the alternative paths before

the existing LSPs are preempted. Although end users may

notice a short period of delay caused by the execution of

soft preemption, it does not aﬀect the throughput and ser-

vices provided. However, since it may not be possible to re-

route all the preempted LSPs through soft preemption, a

loss of network throughput will occur on LSPs that cannot

execute soft preemption successfully.

Given that there are M possible paths that can be used

to route the new LSP lnew, we can choose the path that will

not trigger preemption or path that triggers preemption on

one or more edges. The objective of the strategy is to max-

imize the number of LSPs completed and improve network

throughput. Since the M possible paths are ordered with

respect to the increasing number of hops, the new LSP will

ﬁnd that it is using more network resources as it proceeds

through the path search. In order to conserve network

resources, the new LSP will choose the shortest path if it

has suﬃcient bandwidth. However, if the shortest path is

not available, the LSP can trigger preemption to acquire

the shortest path or choose a longer path but risk blocking

more future LSPs. This consideration is particularly impor-

tant to high priority LSPs because only these LSPs can

obtain enough preemptable bandwidth from a congested




link, and if these are routed on longer paths, then they can-

not be preempted by other LSPs. The next section investi-

gates the eﬀects of these issues on network performance.

Simulation results show that network throughput is

improved while connection service disruption is reduced

if high priority LSPs are constantly routed on the shortest

path even though preemptions are triggered occasionally.

4. Preemption and re-routing strategy

Two variations of strategies are investigated in this sec-

tion. The ﬁrst strategy lets the new LSP search for all M

possible paths before preemption is triggered. The second

strategy explores the eﬀects of constantly selecting the

shortest path for the high priority LSP even if it is at the

expense of preemption. Given M possible paths of the node

pair r, we denote the hop-count diﬀerence between route

(r, m + 1) and (r, m) as Dhm+ 1,m.
Dhmю1;mјH рr; m ю 1Ю  H рr; mЮ:
р4Ю

The function H is used to compute hop counts of the pair

(r, m). As the M possible paths are ordered in the ascending

order of hop count, Dhm+ u,m P 0 for integer u > 0. Since

preemption is only triggered when (1) is violated, it pro-

vides us the clue that, at this point, the network load is pos-

sibly within the medium to high range. The study in [31]
shows that a routing algorithm that limits the hop count

(i.e. shortest path) performs better than a load balancing

routing algorithm in networks which are highly loaded or

overloaded. This insight proves useful in the design of

our preemption strategy.

4.1. Search all and preempt (SEP)

In this strategy, the new LSP with node pair r searches

all the M possible routes in order to ﬁnd the path that sat-

isfy (1), i.e. all the edges on the path have suﬃcient band-

width to admit the new LSP. The search is stopped

immediately if a path is identiﬁed. Further search is not

necessary as the subsequent paths will be of equal or higher

length. However, if none of the M possible paths can admit

the new LSP, preemption will be triggered at one of the

routes to acquire the needed resources. A search will be

carried out to ﬁnd the route with the least number of edges

that trigger preemption so that service interruption is min-

imized. If two or more paths are identiﬁed, the path is cho-

sen arbitrarily. The rationale for SEP is to avoid

preemption so that the services of ongoing LSPs are not

interrupted. The new LSP will be rejected if none of the

route can satisfy (3).

4.2. Limit hop count and preempt (LIP)

This strategy limits the search of possible paths and

allows preemption to attain the shortest path. This is more

applicable to high priority LSPs because low priority LSPs

will ﬁnd it harder to acquire preemptable bandwidth and
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thus have lower successful probability of preemption. By

constantly selecting the shortest path for the high priority

LSPs, these LSPs are less likely to interfere with future

requests. A high priority LSP (e.g. priority 0) that is routed

on a longer path not only blocks future requests, it cannot

be preempted even by the other high priority LSPs. This

strategy limits the path search by a threshold value,

Dhm,16b, e.g. by assigning b = 1, the initial search space

only covers paths that have at most one hop more than



down the appropriate combination of LSPs to free up suf-

ﬁcient bandwidth. Since preemption mainly occurs when

the network load is high, we propose that the LSP on the

most congested link or the one that consumes more net-

work resources should be terminated. This will help to ease

the congestion level of the network and increase the prob-

ability of accepting future LSP without triggering preemp-

tion. The congestion level of LSP l with (r, m) is deﬁned as

arg minEij2рr;mЮRij
the shortest path. The search is stopped if a path with suf-

ﬁcient residual bandwidth is successfully found; otherwise


kl;рr;mЮј1


Cij

:


р6Ю

the path with the least number of edges that trigger pre-

emption will be selected. If none of the paths is feasible,

the search space is expanded by one hop at a time until

the search space covers all the
M
possible paths. This


The score function that is used to evaluate the LSPs for

preemption is given by (7). It considers the hop-count dif-

ference between the currently used mth path and the short-

est path, and also the congestion level of the LSP.

search space extension is necessary to preserve the integrity

of priority levels. By adjusting the threshold
b
in accor-


SрlЮ ј w1Dhm;1юw2kl;рr;mЮ


р7Ю

dance to diﬀerent priority levels, the strategy enables high

priority LSPs to route on the shortest path and lower pri-

ority LSPs on relatively longer paths.

4.3. Re-routing control

On the edge Eij2 (rnew, m) that triggers preemption, we

propose that soft preemption is executed in order to mini-

mize service interruption. Unlike link fault or node failure

that triggers MPLS protection, preemption is more closely

related to MPLS management that oversees LSP competi-

tion. No immediate tearing down of LSPs is necessary.

Therefore, we can allow a grace period whereby existing

LSPs are re-routed. In this re-routing process, the edge

on which the preemption is triggered will send a re-routing

signal to the source node of the to-be-preempted LSP one

at a time. The source node is responsible to ﬁnd an alterna-

tive path which does not interfere with the path used by the

new LSP so that no competition of resources happens on

all
Eij2 (rnew,
m). Global re-routing approach is used as

the source node could ﬁnd the shortest possible alternative

path to destination.

As the network has no information whether a LSP can

be re-routed successfully, the re-routing process is started

from the LSP with the highest priority among the to-be-

preempted LSPs until the grace period expires. In order

to limit the network resource consumed by the re-routed

LSP, a new threshold value
a
is introduced so that the

hop count of the alternative path (r,mq) does not exceed

that of the original path (r,m) by more than a hops, where

mqis the alternative path.

Hрr; mqЮ  Hрr; mЮ 6 a; рr; mqЮ 6ј рr; mЮ:
р5Ю

4.4. Congestion based preemption algorithm

After the re-routing process, the amount of residual

bandwidth on the preemption links will be higher as some

of the existing LSPs are re-routed. If RijP bnew, no tearing

down of LSP is required, otherwise we will have to tear


w1and w2are the associated weights. However, in order to

satisfy QoS requirements, only LSPs with priority lower

than the new LSP are preemptable. On the edge Eij2 (rnew,

m) that triggers preemption, let Bpij
denotes the total band-

width of the existing LSPs at priority level p. All the LSPs

at the lowest priority
P
1 will be preempted if

BP1

ij<bnewRij. This process will continue to the LSPs

with the next priority level until Bpij>bnewRij, where only

a number of existing LSPs at priority p will be preempted.

Thereafter, the score function (7) is used to determine the

combination of LSPs to be terminated. The algorithm will

preempt with the descending order of the score function

until bandwidth requirement is satisﬁed. This essentially

means that the LSP that uses relatively more resources than

the shortest path and occupies the most congested link will

be preempted. Hence, the network resource consumption

and the congestion level are minimized. Future LSPs may

have better access to the network without the need to trig-

ger preemption.

5. Performance evaluation

This section presents the performance of the proposed

preemption strategy i.e. SEP and LIP against existing

approaches. The eﬀects of the threshold value,
a
and
b

are thoroughly investigated. Simulations are carried out

on the same network topology as used in [8] and are shown

in Fig. 3. The network topology consists of 15 nodes and 28

links where all the nodes can act as both source and desti-

nation. All the links are bidirectional with bandwidth

capacity of 500 U. The network supports four priority lev-

els from 0 to 3.

New LSP arrives at the network with randomly chosen

source-destination pair. The bandwidth request and prior-

ity level are uniformly distributed with U(10, 50) and U (0,

3), respectively. LSPs arrive according to the Poisson arriv-

al process and the service time is exponentially distributed

with mean of 800 s. We investigate the network perfor-

mance by varying the traﬃc arrival rate from 0.02 to

0.3 LSP/s.
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Fig. 3. NFS-NET network topology.

We ﬁrst look at the performance of SEP without re-

routing against the preemption algorithm proposed in

[22], hereby named as PREM. Like SEP, we allow PREM

to search all the M possible paths before triggering preemp-

tion. In the score function (7), the value of the ﬁrst term is

an integer 0 6 Dhm,16DhM,1
and the second term is a frac-

tion between 0 and 1. Simulations show that the best per-

formance is achieved when w1= 1 and w2= 10, in which

both criteria exert relatively similar impact on the overall

function. Fig. 4 shows the normalized throughput of SEP

against PREM and the benchmark of no preemption. Both

SEP and PREM perform worse than the network without

preemption because usually more than one LSP are termi-

nated on a preemption link in order to admit a new request.

Therefore, constant execution of preemption will degrade

the performance of the network. However, without pre-

emption, all the LSPs are treated equally regardless of its

priority and thus a high priority LSP may ﬁnd itself being

rejected due to network congestion. SEP achieves higher

throughput than PREM because it is able to ease the con-

gestion level of the network by terminating the LSP that

utilizes more resources and occupies the most congested

link. This reﬂects the fact that preemption is in proportion

to the network load and that higher performance can be

achieved by easing the load.

Fig. 4. Network throughput for no preemption, PREM and SEP without

re-routing.



The eﬀects of the re-routing threshold a on the network

throughput and re-routing probability at the arrival rate of

0.3 LSP/s (high load) are presented in Fig. 5. Re-routing

probability is deﬁned as the ratio of the number of LSPs

re-routed to the total number of LSPs selected for preemp-

tion. As a increases, the length of the alternative path used

for re-routing increases proportionately. The preemption

strategy
[29] represents the case where a is unlimited. We

notice that network throughput peaks when
a = 3 and it

decreases gradually with higher
a. However, re-routing

probability continues to rise with respect to a. This shows

that excessive re-routing of preempted LSPs will not

improve the network performance; in fact it will degrade

performance if control overhead associated with the

re-routing process is taken into consideration. The

throughput achieved at a = 3 in Fig. 5 is higher than the

throughput of SEP in
Fig. 4 because re-routing strategy

allows LSP services to continue uninterrupted.

The threshold b for LIP, is assigned as indicated below.

• Case A: (b = 0, prio 0), (b = 1, prio 1), (b = 2, prio 2).

• Case B: (b = 1, prio 0), (b = 2, prio 1), (b = 3, prio 2).

• Case C: (b = 2, prio 0), (b = 3, prio 1), (b = 4, prio 2).

In Fig. 6, the throughput performances of LIP (Case A,

Case B, Case C) show signiﬁcant improvement over SEP

with a = 3. This shows that strictly controlling the length

of paths chosen by high priority LSPs will improve the

overall network performance. When high priority LSPs

constantly use shorter paths, network resource consump-

tion and its interference on future requests are both mini-

mized and, hence, more LSPs can be admitted overall.

The improvement achieved on throughput is about 15%

higher as compared to non-rerouting preemption strategy

such as PREM [22]. This suggests that preemption strategy

with re-routing capability, i.e. soft preemption can reduce

the disruptive nature of preemption. LIP even performs

marginally better than ‘‘No Preemption’’ at lower arrival

rates where most of the preempted LSPs can anyway be

Fig. 5. The eﬀects of a on network throughput and re-routing probability.
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Fig. 6. Network throughput of LIP (Case A, Case B, Case C), SEP and no

preemption.

re-routed. This is also conﬁrmed by the high re-routing

probabilities observed for LIP in
Fig. 7
for low arrival

rates, i.e. between 0.1 and 0.2 LSP/s. However, SEP cannot

perform better than ‘‘No Preemption’’ in terms of through-

put at low arrival rate because the high priority LSPs may

be routed on the longer paths and thus interfere with future

requests.

Fig. 8 illustrates the Probability of Success for the diﬀer-

ent LIP cases and for SEP. Probability of Success is deﬁned

as the ratio of the total number of LSPs completed success-

fully to the total arrival. Interestingly, Case A and Case B

perform similarly in terms of throughput and success prob-

ability although Case A clearly has higher re-routing prob-

ability. The reason is that by tightly controlling the path

length of high priority LSPs with smaller values of b, more

preemptions are triggered thus leading to a higher re-rout-

ing probability. These extra preemption events do not con-

tribute to the network performance. It merely indicates the

Fig. 7. Re-routing probability of LIP (Case A, Case B, Case C) and SEP.



Fig. 8. Probability of success for LIP (Case A, Case B, Case C) and SEP.

underlying frequent reorganization of LSPs, in which high

priority LSPs are constantly trying to acquire the shortest

path. In view of this, if we take re-routing overheads into

consideration, then LIP Case B would be a better strategy

as fewer LSP re-routings are required.

In Fig. 9, we show the average path length vs priority

levels as obtained by the three cases of LIP, the SEP and

the ‘‘No Preemption’’ strategies for LSPs that completed

successfully at 0.3 LSP/s. The results indicate that LIP

can reduce the path length signiﬁcantly for all the four pri-

ority levels. Without preemption, the average path length

across diﬀerent priority level is almost the same. For LIP,

the average path length increases from priority 0 to priority

1 but decreases abruptly thereafter (the drop happens at

priority 3 in Case A). This is due to the fact that at high

arrival rates (0.3 LSP/s), more resources are acquired by

high priority LSPs causing low priority LSPs to be re-rout-

ed on longer path which are then subject to intensive pre-

Fig. 9. Average path length of LIP (Case A, Case B, Case C), SEP and no

preemption.
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emption. Hence, only those low priority LSPs which get

routed on the shortest path tend to be completed success-

fully. This is conﬁrmed by the average path length of prior-

ity 3, which has about the same value as for priority 0. The

average path length for SEP is higher than No Preemption

for priority 0 and priority 1. Since preemption allows more

high priority LSPs to be admitted and the way SEP search-

es for all possible paths before triggering preemption con-

tribute to the higher path length observed. Therefore,

LIP will be better at satisfying delay sensitive applications.

The choice for the threshold value b is highly dependent on

the applications supported and the network performance

to be achieved. If the application is highly delay sensitive,

assigning b = 0 will ensure that high priority LSPs are rout-

ed on the shortest path. However, with all the overheads

taken into consideration, LIP Case B seems to be able to

provide the beneﬁts of higher throughput and resource

consumption minimization. It is a balance between the

strict control of Case A and good overall performance.

For LIP Case B, Fig. 10 shows the distribution of the

successfully completed LSPs as per their diﬀerent priority

levels. Since there are four priority levels, a network that

does not support preemption will treat the LSP equally

and the distribution will be 25% for each of the priority

levels. Accordingly, in Fig. 10, we note that the distribu-

tions are indeed close to 25% for all the priorities at low

arrival rates, i.e. below 0.14 LSP/s. This is because, in this

region, most of the LSPs preempted can be re-routed. We

can conﬁrm this from Fig. 7 which shows that the re-rout-

ing probabilities for LIP Case B in this region is indeed

better that 90%. However, with higher traﬃc loads, the

competition for resources increases proportionately and

only LSPs with high priority are successful. The increases

in the distributions for priorities 0 and 1 in
Fig. 10
at

higher load coincide with the degradation of performance

observed for priorities 2 and 3. We note that the

distribution of priority 2 rises slightly between 0.18 and

Fig. 10. Distribution of LSPs completed successfully for LIP Case B.



0.22 LSP/s before falling gradually and going below the

25% benchmark when the LSP arrival rate exceeds

0.28 LSP/s. This indicates that LSPs priority 2 are able

to acquire resources from priority 3 without being exces-

sively preempted by high priority LSPs when the network

is not too highly congested. For operating conditions

where the arrival rate is higher than 0.3 LSP/s, the net-

work is signiﬁcantly biased towards high priority LSPs;

in this case, the service obtained by the lower priority

LSPs of priorities 2 and 3 (especially priority 3) is very

poor and decreases further with increasing load. There-

fore, our preemption strategies are best suited for network

with medium to high traﬃc load, beyond which low

priority LSPs will be heavily penalized.

6. Decentralized preemption strategy

The preemption strategies presented in Section
4
have

some drawbacks in real implementations. The ﬁrst problem

is its global re-routing approach, in which a grace period

must be allocated to re-route the preempted LSPs one-

by-one. The re-routing process involves sending
re-route

request
signal to the source node, ﬁnding an alternative

path, establishing and switching traﬃc to the alternative

path, and terminating original LSPs. The overall cost will

be k times of the re-routing cost if there are k existing LSPs

to be re-routed. The overhead cost is compounded by the

scenario where multiple links are involved in the re-routing

process. Apart from the re-routing cost, the new LSP has

to tolerate a greater set up delay as well. Secondly, the pre-

emption algorithm requires that every link keep tracks of

the paths taken by the LSPs so that the hop count and

its congestion level can be properly evaluated. These chal-

lenges point to the requirements of a more decentralized

approach, such that preemption and re-routing is managed

by the link locally. This section attempts to reformulate the

solutions by incorporating local re-routing and simple pre-

emption algorithms which nevertheless provide results

comparable to the earlier strategies. Local re-route will sig-

niﬁcantly reduce the overhead cost and delay incurred as

alternative paths are only needed to be set up to bypass

the preemption link.

If we compare the SEP and LIP strategies, they repre-

sent the extreme cases of searching for all possible paths

and limiting the search substantially. This motivates us to

design a decentralized algorithm that strikes a balance

between the two. Before we proceed with the explanation

of the algorithm, a useful feature exhibited by the local-

rerouting approach is detailed below.

6.1. Network links segregation

We segregate the network links into four categories

which will be important for the routing algorithm.

(a)
Admissible Link – this link is ready to accept the new

LSP with its residual bandwidth RijP bnew.


3726



C.H. Lau et al. / Computer Communications 29 (2006) 3718–3732

(b) Preemptable Link – this link can only accept the new

LSP by triggering preemption,
Rij+ QijP bnew. In

addition, all the preempted LSPs can be locally re-

routed
such
that
the
network
throughput
is

unaﬀected.

(c)
Disruptive Link – this link diﬀers from the preemp-

table link in that not all preempted LSPs can be local-

ly re-routed. Some of the LSPs have to be terminated

which will aﬀect the network throughput.



We denote the two end nodes of the link that triggers

preemption as vsand vt, and xijas the network ﬂow from

node i to node j. A maximum ﬂow problem [32] can be con-

structed to ﬁnd out the amount of bandwidth that can be

re-routed to bypass the link that triggers preemption.

Problem 1: Maximum ﬂow for local re-route

Maximize z

Subject to

8

(d) Infeasible Link – this link cannot accommodate the

new LSP as Rij+ Qij< bnew.


X


xij

X


xjiј


<> z for i ј vs
0 for all i 2 V
 fvs; vtg


р8Ю

р9Ю

By deﬁning the links in these four categories, the routing


j2V


j2V


>


z for i ј vt

р10Ю

algorithm can search for a path that consists of purely

admissible links or with a mix of preemptable and disrup-

tive links. From the viewpoint of network throughput, only


0 6 xij6 Rijfor all Eij2 E

z 6 bnewRvsvt


р11Ю

р12Ю

admissible links and preemptable links are favored because

existing LSPs are not terminated. However, preemptable

link is associated with mandatory local re-routing and thus

causes higher overhead cost. Its usage should be minimized

to reduce the overall network load.

Fig. 11
shows how local re-routing may in fact reduce

the overall traﬃc load. All the links in the topology have

bandwidth equal to 50 U. LSP 1 with bandwidth 10 is orig-

inally routed on the path GF. LSP 2 with bandwidth 50 and

source-destination (A, E) arrives later and ﬁnds that there

are two paths with purely admissible links available, i.e.

ABCDE and AGCFE. By choosing either one of the paths,


Constraints (8) and (10) deﬁne the maximum ﬂows emanat-

ing from vsand end at vt. Constraint (9) is for ﬂow conser-

vation. Constraint (11) speciﬁes that the ﬂow must be

positive and smaller than the residual bandwidth. Con-

straint (12) is used to limit the maximum ﬂow to the

amount of bandwidth that needs to be preempted. By solv-

ing the above problem, a set of links with its associated

ﬂows that can be used to locally re-route the preempted

LSPs will be obtained. For a preemptable link, the maxi-

mum ﬂow is z ј bnewRvsvt. Given the solution of Problem

1, the net extra traﬃc load created due to the local re-rout-

ing is given by

X X

the total bandwidth consumption of LSP 1 and LSP 2 is

210 U. However, if preemptable link GF is chosen by re-


yvsvtј

i2V


j2V


xijz:


р13Ю

routing LSP 1, the total bandwidth consumption is

170 U. This choice will therefore provide beneﬁts of overall

network load minimization and better future admission

success. Following this strategy, routing algorithm may

be designed in a way such that the path that minimizes

overall network load is selected. Unlike traditional preemp-


Since disruptive link is not able to re-route all the LSPs pre-

empted, the solution will give the set of ﬂows with the max-

imum re-routable bandwidth z < bnewRvsvt . The amount

of traﬃc load created due to the local re-route is also given

by (13). The total bandwidth that has to be terminated is

tion approaches [18–22] in which preemption is triggered


uvsvtјRvsvtz

р14Ю

only if path with pure admissible links are not available,

we seek to proactively manage the network resources by

taking the advantage of preemption. Although this active

management may introduce more re-routing events, simu-

lation results show that the network achieves better

performance.


With the set of ﬂows given by the solution in Problem 1,

the network will know how to divert the traﬃc of ongoing

LSPs so that suﬃcient residual bandwidth can be reserved

for the new LSP. In order to divert the traﬃc, the MPLS

network can set up tunnels [2] on the links with positive

ﬂows. This process remains a local activity without the

A



LSP 2



G



B



C

LSP 1



D

F



E



Link bandwidth = 50

LSP 1 bandwidth = 10

LSP 2 bandwidth = 50

LSP 1 original path = GF
LSP 1 re-routed path = GCF
LSP 2 path = AGFE
Fig. 11. Reduction of overall traﬃc load by local-rerouting.
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need for source node participation. In MPLS architecture,

the node vsonly needs to attach an extra label to the arriv-

ing packets before dispatching them to the next hop. This

label helps the packets to route through the tunnel and is

removed at vt. Upon the completion of service of the LSPs

using the tunnels, it will be torn down accordingly. The

whole process is independent of source node and end users.

6.2. Routing and preemption algorithms

Based on the solutions given by Problem 1, network

links can approximate the maximum bandwidth that can

be locally re-routed. We then seek to capture the attributes

of the links with respect to the four categories deﬁned

above by using the following variable, hij.

8



links that terminate less number of existing LSPs are more

favorable than those that terminate more LSPs. As a result,

we minimize service interruption concurrently.

In order to make the decentralized approach more scal-

able, we replace the centralized preemption function (7)

with function (18) to select a combination of connections

from K existing LSPs on the edge Eij. Preemption is trig-

gered with the ascending order of (18)

S рkЮ ј рbnewRijbkЮ2:
р18Ю

This changes only aﬀect the existing LSPs at the priority le-

vel which BpijPbnewRij. Eq. (18) is designed such that the

LSP that has the closest bandwidth in comparison to the

bandwidth that needs to be preempted is selected. There-

fore, the number of LSPs and bandwidth preempted will

hijј


>><>

bnewif Eijis admissible

bnewю yijif Eijis preemptable



р15Ю


be reduced. Under this preemption strategy, the link only

needs to keep track of the residual bandwidth Rij, the LSPs

information i.e. bandwidth and priority, and the maximum

>:>bnewю yijю c
uijif
Eijis disruptive


re-routable bandwidth. This signiﬁcantly reduces the

1 otherwise

Eq. (15) is speciﬁcally designed to guide the routing algo-

rithm in choosing the route favorable for the new request.

The scaling factor c > 0, is used to magnify the bandwidth

that needs to be preempted. As the termination of on-going

LSPs will interrupt network services, the use of disruptive

links is made to become not as favorable as the admissible

links.

Problem 2: Routing to minimize network load

MinimizePрi;jЮ2Vhij xij
Subject to

8


amount of information needed in Section 4 and minimizes

the overall signaling overhead.

6.3. Multiple preemptions on single path

By solving Problem 1 and Problem 2, the network is able

to ﬁnd an appropriate path. However, the path chosen by

the routing algorithm may consist of more than one pre-

emptable links and disruptive links. Consequently, the dif-

ferent set of ﬂows given by the solution of Problem 1 on

diﬀerent links may interfere. In order to resolve this prob-

lem, multi-commodity problem [32] can be used by assum-

X


xij

X


xjiј


<> 1 for i ј s

0 for all i 2 V  fs; tg


р16Ю


ing that each of the links that triggers preemption as a

single commodity. Let
G0= (V0,E0) denotes the subgraph

j2V


j2V


>


1 for i ј t


that eliminates all the edges of the path used by the new

xijP 0 for all Eij2 E:


р17Ю


LSP,
E0ј E0[ Eij62 fEsv1;Ev1v2;. . . ; Evntg. The multi-com-

modity problem is deﬁned as follows,

The source and destination of the new LSP are represented

by s and t respectively. Constraint (16) is used for ﬂow con-

servation. If we set c to a high value, the algorithm will ﬁrst

look for paths with purely admissible links before consider-


Problem 3: Multiple re-routes

MaximizeP16a6AzрaЮ

Subject to

8

ing preemptable links and disruptive links. In fact, by min-

imizing the variable hij, the path will include preemptable


X

j2V 0

	
x
	рaЮ

ij



X

j2V 0


xрjiaЮј

<>zрaЮ
for i ј vрsaЮ;a ј 1; 2; . . . ; A

0 for all i 2 V0 fvрsaЮ;vрtaЮg;a ј 1; 2; . . . ; A

>

links only if the total network load including local re-route

is lower than the path of purely admissible links. This ap-

proach resembles that of SEP in which longer path is favor-

able than the path that triggers preemption. With large
c

value, disruptive links will be selected only under the con-




X

16a6A


zрaЮfori ј vрtaЮ;a ј 1; 2; . . . ; A

xрijaЮ6Rijfor all Eij2 E0

р19Ю

р20Ю

dition that its absence will result in a disconnected graph

from the source to destination.

In contrast, if we set c to a low value, the routing algo-


xрijaЮP0 for all Eij2 E0; a ј 1; 2; . . . ; A

zрaЮ6bnewRрvasvЮt;a ј 1; 2; . . . ; A


р21Ю

р22Ю

rithm will favor a shorter path even if preemption will be

triggered, thus it resembles that of LIP. This presents the

service provide with a unique factor to control the extent

of preemption and the length of network path used. Fur-

thermore,
c
also serves the purpose of diﬀerentiating the

various disruptive links. Given a speciﬁc c value, disruptive


Each commodity is denoted by a, which represents the pre-

emptable link or disruptive link. For example, if there are

two preemptable links A = 2, then the set of ﬂows xрij1Юis
used to re-route the LSPs on the ﬁrst preemptable link

and xрij2Ю
for the second link. Constraint (20) ensures that

the total ﬂows on a single link will not exceed the residual
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bandwidth. After obtaining the solution for Problem 3, the

network will know the amount of bandwidth to be re-rout-

ed, how to re-route and trigger preemption accordingly be-

fore admitting the new LSP.

However, most of the exact algorithms for the solving

multi-commodity ﬂow problem have long running time

(even though polynomial)
[33]. Thus, we propose that

sequential preemption is used, in which multiple links that

trigger preemption will do so in successive manners. Every

preemption link will take turn to execute Problem 1 again

to resolve the links that can be used for re-routing. LSPs re-

routing and termination (if necessary) will be executed

before the next preemption link starts the preemption pro-

cess. The advantage of implementing sequential preemp-

tion is that interference of network resources is less likely

to happen. LSPs that are terminated in the previous links

may free up more resources for subsequent links to re-route

existing connections. The ﬂow diagram of the decentralized

strategy is illustrated in Fig. 12.

6.4. System complexities

For the SEP and LIP strategies, the network needs to

search for multiple possible paths. This can be resolved

by using
k-shortest paths (KSP) routing algorithm. The

time complexity for ﬁnding the
k
paths is given by

O(k * N2logN) [34], where N is the number of nodes. Given

a link that triggers preemption, if there are n numbers of

existing LSPs with lower priority levels than the new

LSP, KSP has to be run n
times in order to try to re-route

the n existing LSPs. After re-routing, the network may have

to terminate a combination of existing LSPs on diﬀerent

links to free up suﬃcient network resources. For nrnum-

New LSP

Check all links ?

no

yes



yes



bers of remaining LSPs with lower priority levels, the net-

work needs at most Oрn2rЮin time complexity to attain the

desired combination. Hence, the overall time complexity

for SEP and LIP is approximated by
OЅk
N2log N ю

npрn
k
N2log N ю n2rЮ, where npis the number of links

that triggers preemption. Since nr6 n, the time complexity

is primarily dominated by KSP.

In the decentralized algorithm, the maximum ﬂow prob-

lem (Problem 1) can be solved by using Edmonds–Karp

(EK) algorithm [35] with the complexity of O (N|E|2), where

|E| is the number of links. Problem 2 can be solved by Dijk-

stra’s algorithm with the complexity of O(|E| + N logN). In

Problem 3, we propose that sequential preemption is used

in which the maximum ﬂow problem is solved in successive

manners on every links that trigger preemption. The time

complexity for Problem 3 is thus given by O(np*
N|E|2).

Similarly, the network needs Oрn2rЮon each link to select

the combination of LSPs for termination if necessary.

The overall time complexity for the decentralized algorithm

is
approximated
by
OЅрjEj ю N log N Ю ю nTрN jEj2Юю

npрN jEj2ю n2rЮ, where nTis the total number of links that

run Problem 1 to check if the link is a preemptable link

or disruptive link. This overall complexity is highly domi-

nated by the EK algorithm.

Generally, for a fully connected network with
N P 3,

the number of links |E| P N. Thus the computation time

for EK algorithm will grow faster than KSP. However,

for a reasonably sparse graph such as the NSF-NET in

Fig. 3, both SEP (or LIP) and the decentralized algorithm

will have comparable computation time. Furthermore, the

decentralized algorithm gains added advantage through its

simplicity and scalability. No excessive per LSP informa-

tion is needed. The network links only need to keep the pri-

Problem 2

R >= bnew

no

R+Q >= bnew

yes

Problem 1

Z = bnew -R

yes

Preemptable

Link



no

no


Admissible

Link

Infeasible

Link

Disruptive

Link


> 1 preemptable link

or disruptive link

no

Local Re-route

Preemption

Admit new LSP



yes

Problem 3 /

Seq. Prem.

Fig. 12. The ﬂow diagram of the decentralized strategy.
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ority level and bandwidth information. As re-routing is

handled by links locally, no per LSP global re-routing is

required which could minimize new LSP setup delay. Net-

work service provider is able to use the single scaling fac-

tor,
c
to make a decision on the tradeoﬀ between

selecting shorter path but triggering higher numbers of pre-

emption or vice versa.

7. Performance comparisons

This section compares the performance of decentralized

preemption strategy against LIP and SEP. We have used

the same network topology and simulation parameters here

as in Section 5. LIP in this section refers to Case B as indi-

cated in Section 5. For the decentralized preemption strat-

egy (DE), Problems 1, 2 and 3 cited above are solved by

using the CPLEX optimizer [36]. Nevertheless, the results

obtained will be the same if Edmonds–Karp algorithm

and Dijkstra’s algorithm are implemented. We solve Prob-

lem 3 by using both the original formulation as well as

sequential preemption for the purpose of performance

comparisons. The results based on sequential preemption

are used for all the DE performances reported below. We

set the scaling factor, c to 5 and C in the simulations, where

C is the link capacity. At c = 5 (DE, c = 5), the algorithms

will choose shorter path and more preemptions will be trig-

gered. Conversely, at c = C(DE, c = C), the network will

tend to search for the path that has high numbers of admis-

sible links, for which the path could be longer.

Fig. 13
presents throughput performance of diﬀerent

preemption strategies at increasing traﬃc load. The pre-

emption strategy PREM [22] has low throughputs because

it does not incorporate re-routing.
Fig. 13 also indicates

that decentralized strategy (DE, c = C) has similar perfor-

mance to SEP. This is due to the fact that the strategy is

trying to including as many admissible links and preemp-

table links as possible before considering disruptive links.

If the shorter paths are congested, the strategy will select

Fig. 13. Throughput comparison of various preemption strategies.



longer path so as to avoid preemption. Thus, the results

are similar to SEP as expected. On the other hand, we

notice that signiﬁcant throughput improvement is shown

by (DE,
c = 5). By lowering
c, the strategy may favor a

shorter path that includes preemptable links and disruptive

links than a longer path of purely admissible links. As such,

the strategy resembles LIP. This result also conﬁrms that

better throughput can be attained by limiting the path

length, which in eﬀect minimizes total network resources

utilized.

In our simulations, we observe that slight degradation of

throughput is observed for c < 5. As the network triggers

more preemption, some of the existing LSPs may not be

re-routed successfully. These LSPs may be terminated

which would lead to lower throughput. The performance

diﬀerence between (DE,
c = 5) and LIP is primarily the

eﬀect of global re-routing. As the LSPs are re-routed from

its source to destination in global re-routing, they have bet-

ter opportunities at ﬁnding shorter paths, thus minimizing

overall network resource consumption.

Network throughput is not the sole performance

parameters for preemption strategies. For the sake of

completeness, we introduce
service disruption
rate
[29]
in
Fig. 14. It is deﬁned as the ratio of LSPs terminated

to the total number of LSPs uninterrupted throughout its

lifetime. Given that a LSP is admitted, this measurement

gives us the idea how probable the LSP will be terminat-

ed due to preemption. This measurement is important

especially if revenue is only generated when a LSP is

completed successfully. The result shows that PREM ter-

minates close to 35% of existing LSPs at high traﬃc load

due to no re-routing. We notice that network throughput

performance is reﬂected in the service disruption rate.

Lower service disruption rate corresponds to higher

throughput and vice versa. Since only low priority LSPs

can be preempted, lower service disruption rate also

means higher completion rate for low priority LSPs.

Hence, the strategies designed not only provide access

Fig. 14. Service disruption rate of SEP, LIP and decentralized strategies.
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to high priority LSPs but also minimize the degradation

of services on low priority LSPs.

Figs. 15 and 16 show the preemption probability and re-

routing probability respectively. The preemption probabil-

ity represents the probability that a new LSP arrival will

trigger preemption whereas re-routing probability is a mea-

surement of the ratio of LSPs re-routed to the total number

of LSPs selected for preemption. By limiting the path

length, both LIP and (DE, c = 5) show higher preemption

probability as the network will trigger preemption (if nec-

essary) to route the new LSP on a shorter path. However,

the network performance is not highly penalized as a high

percentage of the LSPs preempted can be re-routed suc-

cessfully. As LSPs are constantly routed on the shorter

paths, the overall traﬃc load imposed on the network is

reduced such that more LSPs can be re-routed. This obser-

vation explains the performance of SEP and (DE,
c = C)

where the strategies trigger lower number of preemptions

but a higher percentage of LSPs cannot be re-routed.

Although LIP and (DE, c = 5) are relatively more active

in managing the network resources through preemption,

we believe that the higher control overhead ensued is

acceptable as the network achieves better performance.

Furthermore, the c value can be ﬁne tuned to ﬁnd a better

operating point that ﬁts the network performance objective.

Fig. 17 shows the average path length for diﬀerent strat-

egies at the arrival rates of 0.3 LSP/second. From the aver-

age path length of LSPs with priority 0 (highest priority),

we notice the extent of path searching process. Decentral-

ized strategies with diﬀerent c values ﬁnd a balance between

SEP and LIP. Although (DE, c = C) and SEP show similar

performance in network throughput, we notice that (DE,

c = C) has a shorter path length. This is mainly contributed

by preemptable links in which the network can choose the

shorter path if the overall traﬃc load oﬀered is reduced. A

check on the LSPs distribution shows that all the schemes

have similar performance as illustrated in Fig. 10.

Given the three preemption strategies proposed, we ﬁnd




Fig. 16. Re-routing probability of SEP, LIP and decentralized strategies.

Fig. 17. Average path length of SEP, LIP and decentralized strategies.

out that LIP provides the best performance but that it
comes with extensive network resource management as

the network triggers preemption and re-routing events

greedily. This may introduce very large amounts of control

overhead. The decentralized strategy presents us with a

unique scaling factor,
c
which we can use to adjust the

tradeoﬀ between better performance and higher preemp-

tion. Furthermore, the decentralized strategy is simpler

and more scalable as compared to SEP and LIP as no

per-LSP information is needed. The network link only

needs to keep track of its residual bandwidth and some

simple LSP information such as priority and bandwidth.

The primary reason that LIP performs better than the

decentralized strategy is the eﬀectiveness of global re-rout-

ing. Global re-route is able to ﬁnd a better alternative path

because it is source routed, in which the alternative path

may be shorter than the original path. Furthermore, LSPs

originating from diﬀerent source-destination pairs have a

better chance to be re-routed through global re-routing.

Fig. 15. Preemption probability of SEP, LIP and decentralized strategies.
In comparison, local re-route will constantly introduce

C.H. Lau et al. / Computer Communications 29 (2006) 3718–3732
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more hops than the original path as the preempted LSPs

can only take the routes that bypass the preemption link.

The Problem 3 deﬁned in Section
6
introduces extra

computational complexities to the decentralized strategy.

However, in most of the cases, fewer than 15% of the LSPs

admitted use more than one preemptable link or disruptive

link. Therefore, the results obtained through sequential

preemption are comparable to the original formulation.

By using sequential preemption, LSPs terminated on the

previous links may free up more resources to re-route LSPs

on the subsequent links. This implication narrows the per-

formance gap between the exact solution based on Problem

3 and sequential preemption. A check on the network

throughput shows that no more than 2% gain is realized

through the exact solutions. Similarly, service disruption

rate is reduced by no more than 3%.

8. Concluding remarks

In this paper, three preemption schemes with re-routing

mechanisms are presented. The SEP scheme allows LSPs to

search for all possible paths before triggering preemption

to acquire network resources. The second scheme, LIP,

seeks to limit the search space so that new high priority

LSPs are assigned with shorter paths. In both schemes,

global re-routing mechanisms are used to route the to-be-

preempted LSPs on alternative paths so that network

throughput will not be adversely aﬀected. Our studies show

that networks achieve better throughput by implementing

LIP. This is due to the fact that by routing the high priority

LSPs on shorter paths, the overall network resource con-

sumption is minimized and thus more future LSPs can be

admitted. SEP shows poorer performance because the high

priority LSPs that search all the possible paths may at

times use relatively longer paths. For ease of implementa-

tion, a decentralized preemption scheme with local re-rout-

ing is formulated which gives comparable results to SEP

and LIP. The decentralized scheme uses routing algorithm

to ﬁnd the path that consumes minimum network resourc-

es. It features a unique scaling factor that can be used to

adjust the extent of path length for LSPs, thus gives us

the ﬂexibility to control the network at a desired operating

condition. In order to minimize the loss of throughput,

links that can locally re-route the existing LSPs are selected

ahead of the links that have to terminate most of the exist-

ing LSPs. The results indicate that by more actively manag-

ing the network resources, this can thereby satisfy the

requirements of higher priority LSPs and achieve better

overall performance at the same time.

The implementation of any one of the schemes is appli-

cation speciﬁc. For application that needs strict control

on path length and delay, LIP provides the best result

but with the cost of higher control overhead. Although

the decentralized strategy is not able to perform as well

as LIP, it involves less control overhead and complexity.

Therefore, decentralized strategy is more suitable for

applications that do not have high requirements. For




future work, we will consider the implementation of these

schemes on MPLS testbed for performance evaluation. A

centralized server is needed for SEP and LIP schemes in

order to make the preemption and re-routing decisions

whereas the decentralized scheme can be deployed on rou-

ters. Control overheads and network stability will be

investigated.
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